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ABSTRACT 

Cancer-related medical expenses and labour loss cost annually $10,000 million worldwide.  Lung cancer-

related deaths exceed 70,000 cases globally every year. Furthermore, 225,000 new cases were detected in the 

United States in 2016, and 4.3 million new cases in China in 2015. Statistically, most lung cancer-related 

deaths were due to late-stage detection. Like other types of cancer, early detection of lung cancer could be the 

best strategy to save lives. In this paper, we propose a novel neural-network based algorithm, which we refer 

to as entropy degradation method (EDM), to detect small cell lung cancer (SCLC) from computed 

tomography (CT) images. This research could facilitate early detection of lung cancers. The training data 

and testing data are high-resolution lung CT scans provided by the National Cancer Institute.  We selected 12 

lung CT scans from the library, 6 of which are for healthy lungs, and the remaining 6 are scans from patients 

with SCLC. We randomly take 5 scans from each group to train our model and used the remaining two scans 

to test. Our algorithms achieve an accuracy of 77.8%. 

Keywords - Image processing; machine learning; computed tomography; small cell lung cancer detection 

INTRODUCTION 

According to recent surveys, cancer-related medical expenses and labour loss cost annually 10,000 

billion dollars all- over the world [1]–[3]. Lung cancer is a number one killer among all cancer-

leading deaths, due to late-stage detection and environmental conditions, such as air pollution, 

working conditions, life-long smoking habits [4], [5]. For instances, 225,000 new cases were 

detected in the United States in 2016, and 4.3 million new cases in China in 2015 [2], [6]. Like other 

types of cancers, early detection is viewed to be the best strategy to save lives. 

Computerized Tomography (CT) is 3D imaging modality which has been widely used for lung 

cancer screening and diagnostics. 3D images are reconstructed from thousands of 2D X-ray 

transmission projections. Advanced 3D reconstructions [7]–[9] were developed for better image 

quality and diagnostic accuracy. 
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Most current machine learning based Computer Aided Diagnostic (CAD) researches are focusing on 

non-small cell lung cancer (NSCLC) [10]–[12]. CAD systems help to reduce the workload of 

radiologists significantly [10], [13]. So far there is very few works on small cell lung cancer (SCLC) 

detection, which is an extremely difficult task for the human observer because the image with SCLC 

looks almost identical to one without. There are machine learning algorithms that 

 

 

 

 

 

 

 

 

Figure 1. Two random CT lung images: (a) a healthy lung image from Group 0; (b) a cancer-

detected lung image from Group 1. 

may be candidates for SCLC detection task, such as convolution neural network based deep learning 

method [14], which starts with building neurons and layers, where a dynamic parameter set is used 

to calculate forward propagation. During the training process, parameters in each layer are updated 

by 
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Figure 2. The histogram results for all training sets from Group 0 and Group 1; shown as the 

red box highlighted two images are the hardest to distinguish by human visual inspection. 

 

back propagation from cost function (i.e. a distance metric between the forward propagation of input 

data and labels) [14], [15]. However deep learning algorithms usually require an extremely large 

training dataset, which is not always available we propose a novel neural-network based algorithm, 

which we refer to as entropy degradation method (EDM), to detect small cell lung cancer (SCLC) 

from computed tomography (CT) images. This research could facilitate early detection of lung 

cancers. The training data and testing data are high- resolution lung CT scans provided by the 

National Cancer Institute. We selected 12 lung CT scans from the library, 6       of which are for 

healthy lungs, and the remaining 6 are scans from patients with SCLC. We randomly take 5 scans 

from each group to train our model and used the remaining two scans to test. Our algorithms achieve 

an accuracy of 77.8%. 

METHODS 

A.Subjects and test data descriptions 

 

This study utilized a data set of CT images with high- resolution scans provided by the National 

Cancer Institute [16]. It covers hundreds of patient CT scans from various sources and qualities, with 

ground truth labels given by pathology diagnosis. Each CT images contains multiple axial slices of 



International Journal of Advances in Engineering Research                                     http://www.ijaer.com  

 

 (IJAER) 2018, Vol. No. 15, Issue No. IV, April                               e-ISSN: 2231-5152, p-ISSN: 2454-1796  

 

 

21 

 

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH 

the chest cavity, usually varied from 100 to 500 slices depending on scan parameters. 

For training data, we chose the CT images of ten patients, five of which have been diagnosed with 

SCLC, and five others without. The images with SCLS are labelled as cluster 1, and the others are 

labelled as cluster 0. Because not all CT scans reveal cancer cells for patients with SCLC, we 

manually selected slices where the lung is present 1. For testing, we chose two additional CT 

images, one for a patient with SCLC, and one without 

New input with higher probability belongs to Group 0 
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Figure 3. Lung Cancer detected using entropy degradation method (EDM) algorithm: (a) One 

new input is detected to Group 0 (i.e. health patient) (b) Another new input is detected to 

Group 1 (i.e. lung cancer detected). 

 

 

NewinputwithhigherprobabilitybelongstoGroup1 

(b) 
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B.Data Analysis Method 

We treat SCLC detection as a binomial problem, which indicates that either the input image belongs 

to Group 0 of healthy lung patients or Group 1 of cancer developed or developing lung patients. 

From the training sets, 512 features in the histogram are extracted from the chosen slices which are 

shown as in Figure 2 as an example.  One can barely tell the differences between two highlighted 

images from the two groups. There is no obvious nodule or symptoms presented in the anatomy of 

Group 1 image.  In the training process, the vectorized histogram from five healthy lungs, and five 

cancer labelled lungs are fed into our algorithm. Details will be addressed in part IV.  

EDM is designed with the concept of shallow neural network, which transforms the vectorized 

histogram of each training set into a score. The score is further transformed into probability through 

a logistic function, a cost function where the difference between the transformation and label is 

calculated and later be fedback by back-propagation stage [14], [15], [17]–[22]. It's called score-

probability policy. In the forward process, a score is calculated from the vectorized histogram. The 

score is transformed into probability through a logistic function. In the back propagation process, a 

lost function is used to update the parameters. For the testing part, a new input without the label is 

fed into the well-trained network, where its probabilities associated with those scores are calculated 

as outputs. Results indicate which group the testing data belongs to (i.e. more likely to a lung cancer 

patient or to a healthy patient). In details, we defined ML QW() function, inside which we initialized 

the points from the outputs of function ICA − QW(). 

 

PERFORMANCE EVALUATION OF EDM 

To evaluate the performance of the proposed EDM algorithm, we chose 12 datasets from the 

database (6 from healthy patients and 6 from SCLC patients). We then randomly selected 10 out of 

12, where 5 from 6 healthy patients and 5 from 6 SCLC patients, as the training set and extract the 

vectorized histogram as training input (i.e. 512 x 10 as input). The remaining two samples are used 

as the testing set (i.e. 512 x     2 as input). These combinations give us a total of 36 tests. The result 

is shown in terms of True Positive (TP), True Negative (TN), False Positive (FP), and False 

Negative (FN), accuracy (TP+TN)/(TP+FP+FN+TN).  
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RESULTS 

Figure 3 shows one randomly selected testing set, where (a) is from Group 0 (healthy lung) and (b) 

is from Group 1 (small- cell lung cancer case), and EDM gives the right prediction. It is noticeable 

that none of the images presents visible nodule and there is no pathological difference observable 

from the human observer. 

Table I presents the result of our experiment. As can be seen, our algorithms makes 10 false positive 

predictions (among 

36 tests), meaning 10 healthy patients are labelled to have SCLC by mistake. Similarly, our 

algorithm misses 6 cases when the patients actually have SCLC. This shows that there is a large 

room for improvement. We plan to integrate EDM with Adaboost where EDM is treated as a weak 

classifier for better prediction.  

 

CONCLUSIONS AND DISCUSSIONS 

In this study, we proposed an EDM machine learning algorithm with vectorized histogram features 

to detect SCLC for early malicious cancer prediction. While we show that EDM has reasonably good 

prediction accuracy, there is a large room for improvement before our algorithm can be used in the 

clinical setting. The ultimate goal of this study is to develop a clinical decision-making system for 

radiologists to better predict a malicious lung cancer from SCLC with computed tomography (CT) 

imaging. For the future work, we would train the proposed method with the larger training set and 

deeper network and combine it with convolution neural network, which has been used in CT 

imaging for different applications [17], [23].  
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